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KEY INSIGHTS

• In Q1 2025, an estimated 49% of backend service developers 

are cloud native. This accounts for approximately 9.2M 

developers. ➜

• 93% of all developers are deploying to cloud for some part of 

their development process. This rises to 96% for those in 

backend service development. ➜

• Cloud functions or serverless architectures are currently used 

by 20% of backend service developers, down from 26% in Q3 

2020. ➜

• The proportion of backend service developers using 

containers has remained relatively consistent for the last four 

and a half years, at 61%. ➜

• The majority of professional developers in backend services, 

machine learning (ML), artificial intelligence (AI), or 

data science are not using Kubernetes for their ML/AI 

workloads. ➜

• 18% of these developers are planning to use Kubernetes for 

their ML/AI workloads. ➜

• More than half of professional ML developers and data 

scientists are using Kubernetes for AI/ML workloads. ➜

• Developers working on model infrastructure and pipeline 

engineering or developing ML frameworks/libraries are the 

most likely to be using Kubernetes for AI/ML workloads. ➜
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1. Introduction

For this report, cloud native development is determined by the 

use of a combination of technologies, including containers, 

container orchestration and management tools, service meshes, 

Kubernetes, and cloud functions or serverless computing. By 

tracking adoption patterns and technology usage, this report 

offers a comprehensive update on the growth of cloud native 

development, the evolving developer landscape, and shifts in 

cloud deployment strategies.

Cloud deployment has become an integral part of software 

development, with the vast majority of developers now relying 

on cloud infrastructure in some capacity. Despite this ubiquity, 

not all developers are fully leveraging the capabilities of cloud 

computing through cloud native technologies and approaches.

This report, produced in partnership with the Cloud Native 

Computing Foundation (CNCF), presents the latest insights into 

the state of cloud native development in Q1 2025. This report 

provides an analysis of key trends shaping the cloud native 

ecosystem, drawing on data from the 29th edition of SlashData’s 

Developer Nation survey, fielded between December 2024 and 

February 2025, and reaching more than 10,000 developers 

worldwide.
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1. Introduction

By analysing these trends, this report provides a clearer picture 

of how cloud native technologies are shaping modern software 

development and where the industry is headed next.

A key focus of this year’s report is the role of Kubernetes in 

supporting artificial intelligence (AI) / machine learning (ML) 

workloads. We examine the prevalence of Kubernetes in AI/ML 

pipelines, the types of workloads most commonly run on 

Kubernetes, and the specific AI/ML activities that are leading 

adoption. 



TRENDS IN 

CLOUD NATIVE 

DEVELOPMENT
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2. Trends in Cloud Native Development

Q1 2025 | State of Cloud Native Development for CNCF

In Q1 2025, the proportion of developers in backend services 

who we identify as cloud-native is 49%. This is an increase from 

Q1 2021, where we estimated 46% of backend developers were 

cloud-native. While the proportion of cloud native developers 

has only increased slightly, the absolute number of developers 

has increased substantially due to the growth in developer 

numbers. As of Q1 2025, we estimate that there are 

approximately 9.2M cloud-native backend developers1. This 

corresponds to an increase of 2.3M from Q1 2021 (6.9M) and 

0.5M from Q3 2023 (8.7M). 

1 The 95% confidence interval for this estimate is given by (8.8M, 9.6M).

CLOUD NATIVE BACKEND  DEVELOPERS 

IN Q1 2025

9.2M
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2. Trends in Cloud Native Development

Q1 2025 | State of Cloud Native Development for CNCF

In addition to backend services, cloud-native practices among 

those in ML and AI are also of growing interest. As AI/ML 

workloads become more complex and resource-intensive, cloud 

native technologies offer scalability, automation, and efficiency 

benefits that are critical for modern AI development. As of Q3 

2024 we estimate that 24% of developers in machine learning, 

AI, or data science (MLDS) are cloud native. 

While our historical data on this group is reduced, this is a 5 

percentage point increase from Q1 2024, suggesting that cloud 

native practices may be increasing among MLDS developers. 

This is further supported by our data on Kubernetes usage, 

shown in chapter 3. We estimate that there were 4.2M MLDS 

developers in Q3 2024.

CLOUD NATIVE MLDS DEVELOPERS 

IN Q3 2024

4.2M
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2. Trends in Cloud Native Development
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Question wording: Which of the following technologies have you used as part of your backend services development in the last 12 months? | Which of the 

following technologies have you used for data science / machine learning in the last 12 months?

% of developers by development area (21Q1 n=4,668 | 21Q3 n=5,260 | 22Q1 n=5,261 | 22Q3 n=5,619 | 23Q1 n=8,182 | 23Q3 n=4,847 | 24Q1 n=2,743 | 24Q3 n=2,754 | 

25Q1 n=1,903)

Confidence Intervals

Cloud native backend 

services developers

46%

47%
49%

19%

24%

27%

22%

Q1 2021 Q3 2021 Q1 2022 Q3 2022 Q1 2023 Q3 2023 Q1 2024 Q3 2024 Q1 2025

The proportion of cloud native developers among backend services and 

MLDS developers

Lower CI

Confidence Intervals

Cloud native AI/ML developers

Lower CI
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2. Trends in Cloud Native Development

Q1 2025 | State of Cloud Native Development for CNCF

In addition to trends in cloud native developers, we can also 

examine how cloud deployment has changed over time. When 

looking at all developers, the usage of hybrid cloud has increased 

to 29% from 22% in Q1 2021. Multicloud has seen a similar 

increase over the same period, growing from 17% of all 

developers to 22%. The story is different for public and private 

clouds. Private cloud has only increased by 2 percentage points 

over the last four years, reaching 27% in Q1 2025, while public 

cloud has decreased by 2 percentage points, to 36%. 

When paired with the increased usage of on-premises servers 

and mainframes, it may appear that cloud deployment is 

stationary or losing ground. However, 93% of developers are 

deploying to the cloud in some capacity, even if in combination 

with non-cloud options. This is an increase from 85% in Q1 2021 

and 87% in Q1 2023. 

OF DEVELOPERS DEPLOY TO THE CLOUD

93%
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2. Trends in Cloud Native Development

Q1 2025 | State of Cloud Native Development for CNCF

The reduction of private and public cloud usage, as a proportion, 

is a combination of two factors. Firstly, backend service 

developers are consolidating around fewer cloud approaches, 

despite their increasing usage of cloud overall. Secondly, the 

introduction of a new option, distributed cloud1 (12%, Q1 2025), 

has impacted the selection of other options as developers find a 

more accurate identification for their deployment approach.

Among backend service developers, we see similar trends but 

with more variation over the same period. Hybrid and multicloud 

(23% and 16%, respectively) have both increased as a proportion 

of deployment options since Q1 2021 (20% and 13%, 

respectively), but hybrid cloud is a smaller proportion than its 

peak of 27% in Q1 2023.

Public and private cloud are currently at their lowest shares of 

popularity since Q1 2021 (33% each). However, 96% of backend 

service developers are currently using cloud in some capacity for 

their projects and deployments, up from 86% in Q1 2023. Further, 

this does not measure how much compute they are using the 

cloud for, simply the diversity in their compute types.

1 This refers to geographically distributed compute that is managed centrally.
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2. Trends in Cloud Native Development

Q1 2025 | State of Cloud Native Development for CNCF

Trends in cloud deployment

Question wording: Where does the code of your backend services run?

% of developers | % of backend service developers (21Q1 n=11,177 | 21Q3 n=12,132 | 22Q1 n=13,344 | 22Q3 n=17,820 | 23Q1 n=20,879 | 23Q3 n=10,521 | 24Q1 n=10,521 | 

24Q1 n=9,886 | 25Q1 n=10,731)

39% 41%

38%

36%35%

37%

22%

29%

17%

22%

9%

16%

Q1

2021

Q3

2021

Q1

2022

Q3

2022

Q1

2023

Q3

2023

Q1

2024

Q3

2024

Q1

2025

Cloud deployment trends among 

all developers

On-premise servers

Private cloud

Public cloud

Hybrid cloud

Multi-cloud 

Mainframe

36% 33%

38%

33%

20%

23%

13%

16%

46%

40%

10%
11%

12%

Q1

2021

Q3

2021

Q1

2022

Q3

2022

Q1

2023

Q3

2023

Q1

2024

Q3

2024

Q1

2025

Trends in deployment of backend 

service developers

On-premise servers

Private cloud

Public cloud

Hybrid cloud

Multi-cloud 

Mainframe

Distributed cloud
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2. Trends in Cloud Native Development

Q1 2025 | State of Cloud Native Development for CNCF

Container orchestration tools and cloud functions / serverless 

architecture have seen their usage rates decrease 

substantially from Q3 2023. Container orchestration has 

decreased from 29% in Q3 2023 to 22% in Q1 2025, and cloud 

functions and serverless architecture have decreased from 

26% to 20% over the same period. 

The usage rate of containers 

(61% in Q1 2025) has remained 

stable for four years.

Cloud native development is not solely about the 

technologies used. However, tracking the usage of 

technologies associated with cloud native development 

provides key context to how the space is developing. 

The usage rate of containers by backend service developers 

has remained relatively consistent over the last four years 

(61% in Q1 2025). Meanwhile, Kubernetes has shown a small 

positive trend in its adoption (31% in Q1 2025). The absolute 

adoption of these technologies has grown alongside the 

growth in the backend service developer population. The 

consistent usage rates may indicate that these are mature 

technologies, which won’t see any major spikes or drops in 

usage rates without other major changes in the backend 

space.
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2. Trends in Cloud Native Development

Q1 2025 | State of Cloud Native Development for CNCF

The reduction in the usage rate of cloud functions and serverless 

architecture may have multiple drivers. However, if backend 

service developers are supporting more applications and 

services involved in AI or ML, then these technologies are less 

likely to be cost-effective. Serverless architecture works well for 

intermittent services that scale up and down based on needs, 

which are less useful for many high-usage tasks, such as ML 

inference.

The reduction in developers stating their usage of container 

orchestration tools may be a consequence of cloud service 

providers abstracting away or integrating orchestration within 

their workflows. This reduces both the explicit need for these 

tools and blurs the lines for whether developers are using such 

tools.
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2. Trends in Cloud Native Development

Q1 2025 | State of Cloud Native Development for CNCF

Question wording: Which of the following technologies have you used as part of your backend services development in the last 12 months?

% of backend service developers  (21Q1 n=2,703 | 21Q3 n=2,798 | 22Q1 n=3,166 | 22Q3 n=4,806 | 23Q1 n=7,877 | 23Q3 n=2,781 | 24Q1 n=3,430 | 24Q1 n=3,226 | 25Q1 

n=3,621)

Containers

Trends in adoption of technologies associated with cloud-native 

development

28% 31%

14%

14%

27%
22%

26%

20%

60%
61%

Q3 2020 Q1 2021 Q3 2021 Q1 2022 Q3 2022 Q1 2023 Q3 2023 Q1 2024 Q3 2024 Q1 2025

Kubernetes

Container orchestration tools 

& management platforms

Cloud functions or 

serverless architecture

Service meshes
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IN ML/AI 
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3. Kubernetes in ML/AI Workloads

Q1 2025 | State of Cloud Native Development for CNCF

36% of professional MLDS or backend 

developers are running ML/AI 

workloads on Kubernetes, with a 

further 18% more planning to

We asked developers involved professionally in backend 

services, ML/AI, or data science whether they use Kubernetes 

for ML/AI workloads. If they did, we asked them which 

specific workloads they were running on Kubernetes. The 

majority (64%) of these developers were not using 

Kubernetes for ML/AI workloads. However, 18% of these 

developers indicated that they were planning to do so in the 

future. 
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3. Kubernetes in ML/AI Workloads

Q1 2025 | State of Cloud Native Development for CNCF

While Kubernetes can technically support a wide range of ML/AI 

activities, some tasks may be better suited to alternative 

environments. For instance, large-scale batch data processing 

often benefits from specialised big data frameworks. The relative 

lack of popularity of ML/AI workloads on Kubernetes likely 

reflects the overall prevalence of these tasks rather than any 

inherent limitation of running them on Kubernetes. 

The most common ML/AI workloads on Kubernetes were data 

pre-processing (11%), model experimentation (9%), and real-time 

model inference (9%). The least popular workloads were feature 

engineering (7%) and hyperparameter tuning (6%). However, the 

lower proportion of hyperparameter tuning is likely due to its 

niche role within ML/AI workflows rather than any fundamental 

limitation of running it on Kubernetes. 



23

3. Kubernetes in ML/AI Workloads

Q1 2025 | State of Cloud Native Development for CNCF

Question wording: Are you or your team running ML/AI workloads on Kubernetes? If so, which types of tasks and workloads do you run on Kubernetes?

% of developers involved professionally in backend development, ML/AI, or data science (Q1 2025 n=4,456)

ML/AI workloads ran on Kubernetes

23%

23%

18%

11%

9%

9%

9%

8%

8%

8%

8%

7%

7%

6%

No, and not planning to

No, I run ML/AI workloads but not on Kubernetes

No, but planning to

Data pre-processing

Model experimentation

Real-time model inference

Training large-scale models

Model monitoring and/or drift detection

Batch processing for model inferencing and other ML/AI tasks

Automated retraining

Batch jobs for ML/AI pipelines

Data labeling or augmentation tasks

Feature engineering

Hyperparameter tuning
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3. Kubernetes in ML/AI Workloads

Q1 2025 | State of Cloud Native Development for CNCF

Modern professional MLDS developers 

are expected to have some proficiency 

with various aspects of backend 

infrastructure

While many types of developers may be involved in running 

ML/AI workloads on Kubernetes, it is significantly more 

commonplace for some than others. Developers were asked 

to self-identify with the kind of development projects they 

work on, which we can use to categorise them into groups. 

Data scientists and ML/AI developers are substantially more 

likely to be running ML/AI workloads on Kubernetes (50% and 

52%, respectively). As these developers are primarily focused 

on ML/AI, this result is unsurprising. However, it does 

highlight that the skills expected, or required, of MLDS 

developers include various aspects of backend infrastructure 

too. 
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3. Kubernetes in ML/AI Workloads

Q1 2025 | State of Cloud Native Development for CNCF

While ML/AI developers and data scientists have similar 

Kubernetes adoption rates, their usage patterns show some 

distinctions. Data scientists are more likely to use Kubernetes for 

data pre-processing (35% vs 32%), reflecting their focus on 

preparing and transforming data before model training. 

Meanwhile, ML/AI developers are more likely to use Kubernetes 

for batch processing of model inference and other tasks (24% vs 

20%) and automated retraining (25% vs 21%). This aligns with 

their role in scaling and automating model deployments, 

ensuring that production models remain up-to-date and 

performant.

38% of DevOps developers who are involved professionally in 

backend services, ML/AI, or data science are running ML/AI 

workloads on Kubernetes. Despite the broad range of 

responsibilities that fall under DevOps, this highlights the critical 

role of reliable DevOps practices in ML/AI development. DevOps 

developers working with ML/AI workloads on Kubernetes are 

more likely to be involved in model experimentation (32%) and 

real-time model inference (28%) compared to other developer 

groups. This could be due to their involvement in managing 

infrastructure and optimising CI/CD pipelines.

Among developers using Kubernetes for ML/AI workloads, we 

observe a consistent hierarchy of task popularity across different 

groups. This supports the hypothesis that task popularity on 

Kubernetes is primarily a reflection of overall ML/AI task 

prevalence rather than technical suitability.
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3. Kubernetes in ML/AI Workloads

Q1 2025 | State of Cloud Native Development for CNCF

Question wording: Which of the following types of apps / development projects are you involved in? | Are you or your team running ML/AI workloads on 

Kubernetes? If so, which types of tasks and workloads do you run on Kubernetes?

% of developers who are involved professionally in backend services, ML/AI, or data science by development area (ML/AI n=1,825 | Data science n=1,393 | 

Backend services n=3,205 | Web backend development n=2,273 | DevOps n=1,149)

Usage of Kubernetes for ML/AI workloads by development area 

involved in

52%
50%

28%
27%

38%

19% 20%
18% 18% 18%18% 18%

26%
27%

22%

11% 11%

29% 28%

22%

ML /AI Data science Backend services Web backend development DevOps

My team or I run ML/AI workloads on Kubernetes No, but planning to No, I run ML/AI workloads but not on Kubernetes No, and not planning to
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3. Kubernetes in ML/AI Workloads

Q1 2025 | State of Cloud Native Development for CNCF

Question wording: Which of the following types of apps / development projects are you involved in? | Are you or your team running ML/AI workloads on 

Kubernetes? If so, which types of tasks and workloads do you run on Kubernetes?

% of developers who are involved professionally in backend services, ML/AI, or data science and run ML/AI workloads on Kubernetes by development area 

(ML/AI n=945 | Data science n=703 | Backend services n=904 | Web backend development n=610 | DevOps n=439)

ML/AI workloads ran on Kubernetes by development area involved in

Areas of development involved in

ML/AI

Data 

science

Backend 

services

Web 

backend 

development DevOps

T
a
s
k
s
 o

n
 K

u
b

e
rn

e
te

s

Data pre-processing 32% 35% 30% 32% 33%

Model experimentation 27% 27% 28% 30% 32%

Real-time model inference 25% 25% 24% 27% 28%

Training large-scale models 25% 24% 23% 24% 23%

Model monitoring and/or drift detection 23% 23% 22% 23% 19%

Batch processing for model inferencing and other ML/AI tasks 24% 20% 20% 21% 21%

Automated retraining 25% 21% 20% 24% 24%

Batch jobs for ML/AI pipelines 22% 24% 19% 23% 22%

Data labeling or augmentation tasks 23% 23% 17% 20% 21%

Feature engineering 20% 22% 17% 20% 22%

Hyperparameter tuning 18% 19% 15% 14% 18%

>5pp below the 

average of all other 

cells within each row

2.5 – 5pp below the 

average of all other 

cells within each row

±2.5pp around the 

average of all other 

cells within each row

2.5 – 5pp above the 

average of all other 

cells within each row

>5pp above the 

average of all other 

cells within each row
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3. Kubernetes in ML/AI Workloads

Q1 2025 | State of Cloud Native Development for CNCF

In the final section, we focus on MLDS developers and break 

down this information by the types of MLDS activities that they 

identified involvement with. Here, we examine which workloads 

are most commonly run on Kubernetes, as well as their likelihood 

to use Kubernetes for ML/AI workloads.

Amongst MLDS developers, the least likely to use Kubernetes for 

ML/AI workloads are those who use third-party models through 

APIs (48%), engage in data analysis, exploration, or reporting 

(46%), or focus on model training (47%). These tasks often do 

not require the infrastructure orchestration that Kubernetes 

provides, as they can be performed efficiently on managed 

services or local environments. Conversely, those involved in 

model infrastructure and pipeline engineering (71%), developing 

ML frameworks or libraries (70%), and teaching ML, AI, or data 

science (69%) are the most likely to leverage Kubernetes, 

reflecting the need for scalable, automated, and repeatable 

workflows in these roles.

OF MLDS DEVELOPERS WORKING ON MODEL 

INFRASTRUCTURE OR PIPELINE 

ENGINEERING ARE USING KUBERNETES FOR 

ML/AI WORKLOADS

71%
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3. Kubernetes in ML/AI Workloads

Q1 2025 | State of Cloud Native Development for CNCF

Alongside their high Kubernetes adoption, developers working 

on ML frameworks and model infrastructure demonstrate above-

average Kubernetes usage across a wide range of workloads. 

Both groups show the highest Kubernetes usage for real-time 

model inference (25% and 24%, respectively), while those 

working on model infrastructure also lead in feature engineering 

participation (19%), suggesting a focus on optimising data 

transformations and model inputs at scale.
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3. Kubernetes in ML/AI Workloads

Q1 2025 | State of Cloud Native Development for CNCF

Question wording: Which of the following types of apps / development projects are you involved in? | Are you or your team running ML/AI workloads on 

Kubernetes? If so, which types of tasks and workloads do you run on Kubernetes?

% of developers who are involved professionally in backend services, ML/AI, or data science and run ML/AI workloads on Kubernetes by development area 

(ML/AI n=945 | Data science n=703 | Backend services n=904 | Web backend development n=610 | DevOps n=439)

ML/AI workloads ran on Kubernetes by development area involved in

ML/AI activities
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Not using Kubernetes for ML/AI workloads 39% 45% 31% 47% 40% 46% 44% 48% 30% 29% 44%

Data pre-processing 21% 20% 23% 18% 22% 21% 21% 19% 25% 21% 18%

Real-time model inference 18% 15% 20% 18% 19% 18% 17% 17% 25% 24% 17%

Training large-scale models 18% 16% 17% 16% 16% 14% 13% 15% 21% 21% 16%

Data labeling or augmentation tasks 18% 16% 20% 13% 15% 16% 15% 15% 18% 18% 16%

Model experimentation 16% 15% 17% 17% 16% 15% 16% 13% 16% 20% 16%

Automated retraining 16% 15% 18% 15% 17% 14% 13% 15% 18% 20% 15%

Batch processing for model inferencing and other ML/AI tasks 18% 14% 17% 12% 12% 14% 12% 11% 18% 16% 11%

Batch jobs for ML/AI pipelines 16% 13% 21% 13% 16% 14% 14% 15% 18% 20% 13%

Model monitoring and/or drift detection 16% 13% 20% 14% 15% 12% 15% 13% 19% 18% 15%

Feature engineering 14% 12% 14% 11% 13% 12% 13% 9% 15% 19% 14%

Hyperparameter tuning 14% 11% 13% 10% 12% 10% 12% 10% 17% 16% 11%

>5pp below the 

average of all other 

cells within each row

2.5 – 5pp below the 

average of all other 

cells within each row

±2.5pp around the 

average of all other 

cells within each row

2.5 – 5pp above the 

average of all other 

cells within each row

>5pp above the 

average of all other 

cells within each row



METHODOLOGY

Developer Nation 29th edition 

reached 10,500+ respondents 

around the world. As such, the 

Developer Nation series 

continues to be the most 

comprehensive independent 

research on mobile, desktop, 

Industrial IoT, consumer 

electronics, 3rd party app 

ecosystems, cloud, web, game, 

AR/VR and machine learning 

developers and data scientists 

combined ever conducted. The 

report is based on the large-

scale online developer survey 

designed, produced and carried 

out by SlashData over a period 

of 11 weeks between December 

2024 and February 2025.

Respondents to the online 

survey came from 125+ 

countries, including the US, 

China, India, Israel and the UK. 

The geographic reach of this 

survey is reflective of the global 

scale of the developer economy. 

The online survey was translated 

into nine languages in addition 

to English (Simplified Chinese, 

Traditional Chinese, French, 

Spanish, Portuguese, 

Vietnamese, Russian, Japanese, 

Korean) and promoted by more 

than 70 leading community and 

media partners within the 

software development industry.

The Developer Nation Survey

GLOBAL REACH

Geo distribution of respondents of the 29th global Developer 

Nation Survey (December 2024 to February 2025)
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Our respondents came from a broad age 

spectrum, from young coders and creators 

who are under 18 to the seasoned ones over 

55. Excluding those who would rather not 

answer about their age, the age profile of 

our respondents is shown below.

Respondents were asked which types of projects they 

are involved in out of the 13 under study, namely web 

apps / SaaS, mobile apps, desktop apps, backend 

services, augmented reality, virtual reality, games, 

data science, machine learning / artificial intelligence, 

industrial IoT, consumer electronics devices, 

embedded software, and apps/extensions for third-

party app ecosystems. They also told us if they are 

into their areas of involvement as professionals, 

hobbyists, or students - or as any combination of 

these - and how many years of experience they have 

in each.

Age distribution of survey respondents

% of respondents (Q1 2025 n=10,532)

Developer age group

How respondents are involved in each software area

% of respondents in each area (Q1 2025 n=10,532)

Professionally Hobby Student

1%

22%

32%

25%

12%

7%

Under 18 18-24 25-34 35-44 45-54 55 or above

78%

78%

54%

63%

65%

72%

31%

75%

62%

78%

77%

72%

68%

55%

48%

57%

30%

23%

47%

37%

38%

27%

68%

24%

30%

25%

27%

27%

30%

44%

50%

45%

21%

17%

18%

23%

18%

16%

19%

16%

27%

12%

11%

14%

17%

18%

19%

16%

Web apps / Software as a Service

Backend services

Mobile apps

Machine learning / AI

Desktop apps

Software security

Games

Software quality assurance, control or testing

Data science

DevOps

Apps/extensions for 3rd-party platforms and ecosystems

Embedded software

Industrial IoT

Consumer electronics devices / consumer IoT

Virtual reality

Augmented reality



To eliminate the effect of regional 

sampling biases, we weighted the 

regional distribution across nine regions 

by a factor that was determined by the 

regional distribution and growth trends 

identified in our Developer Nation 

research. To minimise other important 

sampling biases across our outreach 

channels, we weighted the responses to 

derive a representative distribution for 

technologies used, and developer 

segments. Using ensemble modeling 

methods, we derived a weighted 

distribution based on data from 

independent, representative channels, 

excluding the channels of our research 

partners to eliminate sampling bias due 

to respondents recruited via these 

channels. Each of the separate branches: 

Industrial IoT, consumer electronics, 3rd 

party app ecosystems, cloud, 

embedded, augmented and virtual 

reality were weighted independently and 

then combined.

For more information on our 

methodology please visit 

https://www.slashdata.co/methodology.

METHODOLOGY

https://www.slashdata.co/methodology
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