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40 % of instances are one to two 

sizes bigger than needed for their 

workloads

50-75 % of the spend on these 

instances is wasted 



But we are using K8s and containers! 

Nodes

● Public cloud provider instances or 
physical machines in data centers

● Nodes offer resources
● Are nodes being utilized optimally?

Pods

● Pods consume resources
● Resource requests and limits
● Are pods/containers using allocated 

resources efficiently?

K8s introduces even more complexity



$14 billion wasted in public cloud 

on idle or unused resources and 

overprovisioning

$5.3 billion wasted on oversized 

resources alone



Cluster Performance?

Cluster Utilization 
- How efficiently is the underlying cluster infrastructure being 

used? 
- Utilization of Nodes/instances
- Underprovisioned/overprovisioned?

Workload efficiency 
- Are containers/pods using requested resources efficiently?
- Underprovisioned/overprovisioned?

Idle resources
- Are idle resources being monitored to minimize wasted 

spend?

Monitor Cluster 
Performance

- Prometheus
- Grafana



K8s Performance: Node/Cluster Utilization

NODE 1

4 vCPUs
16 GiB 

Pod 1

Requests: 1 CPU
Limits: 2 CPU

Pod 2

Requests: 1 CPU
Limits: 2 CPU

Pod 3

Requests: 1 CPU
Limits: 2 CPU

Pod 4

Requests: 1 CPU
Limits: 2 CPU



K8s Performance: Node/Cluster Utilization

NODE 1

4 vCPUs
16 GiB 

Pod 1

Requests: 1 CPU
Limits: 2 CPU

Pod 2

Requests: 1 CPU
Limits: 2 CPU

Pod 3

Requests: 1 CPU
Limits: 2 CPU

Pod 4

Requests: 1 CPU
Limits: 2 CPU

Pod 4 starts to exceed 
CPU allocation



K8s Performance: Node/Cluster Utilization

NODE 1

4 vCPUs
16 GiB 

Pod 1

Requests: 1 CPU
Limits: 2 CPU

Pod 2

Requests: 1 CPU
Limits: 2 CPU

Pod 3

Requests: 1 CPU
Limits: 2 CPU

NODE 2

4 vCPUs
16 GiB 

Pod 4

Requests: 1 CPU
Limits: 2 CPU

K8s scheduler 
moves pod 4 to 
another node



K8s Performance: Node/Cluster Utilization

NODE 1

4 vCPUs
16 GiB 

Pod 1

Requests: 1 CPU
Limits: 2 CPU

Pod 2

Requests: 1 CPU
Limits: 2 CPU

Pod 3

Requests: 1 CPU
Limits: 2 CPU

NODE 2

4 vCPUs
16 GiB 

Pod 5

Requests: 1 CPU
Limits: 2 CPU

Node 2 utilization: 25% 



K8s Performance: Node/Cluster Utilization

NODE 1

4 vCPUs
16 GiB 

Pod 1

Requests: 1 CPU
Limits: 2 CPU

Pod 2

Requests: 1 CPU
Limits: 2 CPU

Pod 3

Requests: 1 CPU
Limits: 2 CPU

NODE 2

2 vCPUs
4 GiB 

Pod 5

Requests: 1 CPU
Limits: 2 CPU

Node 2 utilization: 50% 



K8s Performance: Cluster+Workload Utilization

Pod 1

Requests: 1 
Limits: 1
Usage: 0.2

Pod 3

Requests: 1 
Limits: 1
Usage: 0.2

Pod 2

Requests: 1 
Limits: 1
Usage: 0.2

Pod 4

Requests: 1 
Limits: 1
Usage: 0.2

Pod 5

Requests: 1 
Limits: 1
Usage: 0.2

Pod 6

Requests: 1 
Limits: 1
Usage: 0.2

Node1: 8 vCPUs, 32 GiB 



K8s Performance: Cluster+Workload Utilization

Pod 1

Requests: 1 
Limits: 1
Usage: 0.2

Pod 3

Requests: 1 
Limits: 1
Usage: 0.2

Pod 2

Requests: 1 
Limits: 1
Usage: 0.2

Pod 4

Requests: 1 
Limits: 1
Usage: 0.2

Pod 5

Requests: 1 
Limits: 1
Usage: 0.2

Pod 6

Requests: 1 
Limits: 1
Usage: 0.2

Node1: 8 vCPUs, 32 GiB 

Pod CPU utilization: 20% 



K8s Performance: Cluster+Workload Utilization

Pod 1

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 3

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 2

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 4

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 5

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 6

Requests: 0.3 
Limits: 1
Usage: 0.2

Node1: 8 vCPUs, 32 GiB 

Pod CPU utilization: 75% 



K8s Performance: Cluster+Workload Utilization

Pod 1

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 3

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 2

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 4

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 5

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 6

Requests: 0.3 
Limits: 1
Usage: 0.2

Node1: 8 vCPUs, 32 GiB 

Node CPU utilization: 15%

Pod CPU utilization: 75% 



K8s Performance: Cluster+Workload Utilization

Pod 1

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 3

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 2

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 4

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 5

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 6

Requests: 0.3 
Limits: 1
Usage: 0.2

Node1: 8 vCPUs, 32 GiB 

Node CPU utilization: 15%

Pod CPU utilization: 75% 



K8s Performance: Cluster+Workload Utilization

Pod 1

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 3

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 2

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 4

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 5

Requests: 0.3 
Limits: 1
Usage: 0.2

Pod 6

Requests: 0.3 
Limits: 1
Usage: 0.2

Node1: 2 vCPUs, 4 GiB 

Node CPU utilization: 60%

Pod CPU utilization: 75% 

Savings?? 



K8s Performance: Cluster+Workload Utilization

Type vCPUs RAM Monthly Cost 
(eu-central-1)

c5.4xlarge 16 32 GB $ 568

m5.4xlarge 16 64 GB $ 673

r5.2xlarge 8 64 GB $ 445



Development environments 

account for 44% of compute 

spend

Non-production environments do 

not need to run 24/7



Isolate Development Environments 

{
  "apiVersion": "v1",
  "kind": "Namespace",
  "metadata": {
    "name": "development",
    "labels": {
      "name": "development"
    }
  }
}

Create separate namespace for 
Dev environment



Isolate Dev Teams 

{
  "apiVersion": "v1",
  "kind": "Namespace",
  "metadata": {
    "name": "dev_team_1",
    "labels": {
      "name": "dev_team_1"
    }
  }
}

Create separate namespaces for 
individual Dev teams



Default 

Default.cpu.request

- Default CPU requests for all 
pods

   
Default.cpu.limit

- Default CPU limits for all 
pods

Default CPU requests and limits

apiVersion: v1
kind: LimitRange
metadata:
  name: cpu-limit-range
spec:
  limits:
  - default:
      cpu: 1
    defaultRequest:
      cpu: 0.5
    type: Container



Default 

Default.memory.request

- Default memory requests for all pods

Default.memory.limit

- Default memory limits for all pods

Default Memory requests and limits

apiVersion: v1
kind: LimitRange
metadata:
  name: mem-limit-range
spec:
  limits:
  - default:
      memory: 512Mi
    defaultRequest:
      memory: 256Mi
    type: Container



Limit Ranges

Max/Min CPU constraints 

Max.cpu

- Max CPU that can be allocated to 
individual containers 

Min.cpu

- Min CPU that can be allocated to 
individual containers 

apiVersion: v1
kind: LimitRange
metadata:
  name: cpu-min-max-demo-lr
spec:
  limits:
  - max:
      cpu: "800m"
    min:
      cpu: "200m"
    type: Container



Limit Ranges

Max/Min Memory constraints 

Max.memory

- Max mem that can be allocated to 
individual containers 

Min.memory

- Min mem that can be allocated to 
individual containers 

apiVersion: v1
kind: LimitRange
metadata:
  name: mem-min-max-demo-lr
spec:
  limits:
  - max:
      memory: 1Gi
    min:
      memory: 500Mi
    type: Container



Resource Quotas

Limits.cpu
- Sum of CPU limits for all pods must not exceed this 

amount
   

Requests.cpu
- Sum of CPU requests for all pods must not exceed 

this amount    

Limits.memory
- Sum of mem limits for all pods must not exceed 

this amount

Requests.memory
- Sum of mem requests for all pods must not exceed 

this amount

Restrict total resource consumption of Dev Namespace

apiVersion: v1
kind: ResourceQuota
metadata:
  name: mem-cpu-demo
spec:
  hard:
    requests.cpu: "1"
    requests.memory: 1Gi
    limits.cpu: "2"
    limits.memory: 2Gi



Resource Quotas

requests.ephemeral-storage

- Across all pods in the namespace, the sum of 
local ephemeral storage requests cannot 
exceed this value. 

limits.ephemeral-storage

- Across all pods in the namespace, the sum of 
local ephemeral storage limits cannot exceed 
this value.

Restrict total resource consumption of Dev Namespace

apiVersion: v1
kind: ResourceQuota
metadata:
  name: mem-cpu-demo
spec:
  hard:
    requests.cpu: "1"
    requests.memory: 1Gi
    limits.cpu: "2"
    limits.memory: 2Gi



Pod.quota

- max number of pods that can run in a 
namespace

Service.quota

- max number of services that can run in a 
namespace
   

persistenvolumeclaims.quota

- max number of PVCs that can run in a 
namespace

Restrict number of API objects in the Dev Namespace

apiVersion: v1
kind: ResourceQuota
metadata:
  name: object-quota-demo
spec:
  hard:
    persistentvolumeclaims: "1"
    services: "2"
    pod: "150"



loadbalancers.quota

- max number of LBs that can run in a 
namespace

nodeports.quota

- max number of node ports that can run 
in a namespace

replicationcontrollers.quota

- The total number of replication 
controllers that can exist in the 
namespace.

Restrict number of API objects in the Dev Namespace

apiVersion: v1
kind: ResourceQuota
metadata:
  name: object-quota-demo
spec:
  hard:
    replicationcontrollers: "1"
    services.loadbalancers: "2"
    services.nodeports: "0"



Performance Metrics to Monitor?

▪ Pod
▪ Namespace
▪ Environment
▪ App
▪ Team
▪ Project

Resource requests / 
usage

▪ Cluster
▪ Node
▪ Pod
▪ Namespace
▪ Environment
▪ App
▪ Team
▪ Project

Utilization Cost Wasted spend



Total Resource Usage
sum  by (namespace, pod_name, container) (rate ( 

container_cpu_usage_seconds_total{container!="",container!=”POD”,image!=""}[5m] ))



Memory Utilization
sum(node_memory_MemAvailable_bytes) by (node) / 
sum(node_memory_MemTotal_bytes) by (node)



CPU Utilisation

(1  - avg(rate(node_cpu_seconds_total{mode="idle"}[5m]))) * 100



Pre-Built Grafana Dashboard to Monitor 

Cluster Performance







Questions

Learn more:
replex.io/blog


