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THE WEBINAR WILL START
IN A BRIEF MOMENT
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https://soundcloud.com/ashamaluevmusic/motivational-uplifting#t=0:16
http://www.youtube.com/watch?v=NQKC24th90U
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Kubernetes data management is more than CSI - Do it right the OpenEBS way
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https://twitter.com/muratkarslioglu
https://twitter.com/kiranmova
https://twitter.com/Brian_Matheson

OpenEBS adopted by many organizations like

orange”

"
ARISTA COMCAST

Who turn Kubernetes into a Dataplane
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OpenEBS was popular on Twitter During KubeCon

Py nm i nmrmeafyEroa s ' -
<10 OO = T

ssssss

(LN e R

Poliey Agent |II I I ] II nll llI I
froetie |[I I [ I -

KKKKKKKK

KKKKKKK

aaaaaaaa

eeeee

NNNNN

Spinnaker

DDDDDDD

kkkkkkkkk

i
Il E
L LY
(AT W
T
[T
N
1

11710

o ﬂl [ /)® E M A IT & DATA MANAGEMENT RESEARCH,
INDUSTRY ANALYSIS & CONSULTING

OpeneBS

@ MayaData



MayaData Contributes a lot of Code to the CNCF

88 PRs Authors Companies Table -

Range Lastdecade v Repository group  All

All CNCF PRs authors companies (Repository group: All, Range: Last decade) ~

Company Opened PRs v
Google 65403

Red Hat 33443
VMware 9837
Independent 7815
Microsoft 6421

Huawei 4325
PingCAP 3388

IBM 3326

EVEDE ] 3246

OpeneBS I’ﬁ\l MayaData



Agenda

e Chat with Project Founder Kiran Mova:

o The What, Why, and How of OpenEBS

Top Use Cases for OpenEBS

Demo: Deploying a stateful app with OpenEBS in 30 seconds
Product Roadmap 1.5

QRA

Get started and Support
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Interview with Kiran Mova
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The problem with K8s |

stateful apps



The problem
with CSI &
Kubernetes



Using CSI Driver in Kubernetes isn’'t easy

Node Master
Kubelet DaemonSet Pod StatefulSet / Deployment Pod Kube
CSI Driver CSI Driver &Omfo"er
o A anager
node-driver- Container: Container: external-attacher S
registrar external-provisioner <
: Identity + Identity + : \ \
Node Controller N AP
A Driver - gRPC (UDS) \ Server
| Registration ount| |
| (GRPC, propagation ) )
 UDS) S A
: gRPC (UDS) EmptyDir Volume
gRPC (UDS) \é/ \ EE.S 4
Hostpath volumes Host /var/lib/kubelet
BThird Party Storage Vendor Container UDS - Unix Domain Socket

C]Sidecar containers by Kubernetes Team
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What's OpenEBS and Why Write It?
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Why are people so interested right now?

Initial prototype circulated for feedback with folks working on Rancher,
Jan 2017 o
Minio and DevOps personnel

Launched pre-alpha version with already some initial set of users at
Dec 2017 .
KubeCon Austin

June 2018 Beta release of Jiva as well as initial bits on cStor

KubeCon Seattle - Traction around storage started within Kubernetes.
Dec 2018 : :
Got coaching to push into CNCF

KubeCon Barcelona - Part of CNCF with 0.9 release. Users were already
May 2019 L :

using in production
June 2019 1.0 release
Nov 2019 KubeCon San Diego - Featured on many presentations

OpeneBS @ MayaData




hy contribute OpenEBS to the CNCF?

CLOUD NATIVE

COMPUTING FOUNDATION

About ~ Projects ~ Certification ~ People ~ Community ~ Newsroom ~

Container Attached Storage: A Primer

By cncf = April 19,2018 in Blog

By Evan Powell, CEO of MayaData

Evan Powell is CEO of MayaData, the company behind OpenEBS, and previously founding CEO of Clarus S
(RVBD), Nexenta Systems — an early open storage leader, and StackStorm (BRCD). Evan and his team have written more abot
drivers of Container Attached Storage, how OpenEBS and others are building it, more more at blog.openEBS.io. They welcomi
feedback and look forward to additional collaboration with the broader cloud-native ecosystem and specifically fellow CNCF
members.

In this blog | seek to define briefly the emerging space of Container Attached Storage, explaining the what, the why and the £
this pattern.

What is Container Attached Storage?

OpeneBS

CLOUD NATIVE About ~ Projects ~ Certification ~ People ~ Community ~

COMPUTING FOUNDATION

A year later — updating Container
Attached Storage

By cncf = May 16,2019 in Blog

Guest post by Evan Powell, CEO at MayaData

R

\

Last year we published a blog with @ good amount of coaching and feedback from the CNCF team that set out to define the
Container Attached Storage (CAS) approach. As a reminder, we tend to include OpenEBS of course as well as solutions that have

similar architectures such as the proprietary PortwWorx and StorageOS into the CAS category.

https:/ /www.cncfio/blog/2018/04/19/container-attached-storage-a-primer /

Now that OpenEBS has been contributed to the CNCF as a Sandbox project as an open source example of the CAS approach (as of

May 14th 2019), | thought it timely to update this overview of the category.

Last years category-defining blog built on a vision of our approach that | had shared some years before at the Storage Developer
Conference and which Jeffry Molanus, MayaData’s CTO has discussed in more depth at FOSDEM (Free and Open source Software
Developers’ European Meeting) and elsewhere including demonstrating soon to be available software breaking the million IOPS

barrier:

Protocols matter iscsi vs nvme-tcp

Oper €585

https://ftp.osuoslorg/pub/fosdem/2019/H.2214/openebs_breaking_million_iops_barriermp4

N MayaData
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Applications have o
changed and someone < )

forgot to tell storage
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CAS - Container Attached
Storage



OpenEBS Solves 2 Big Problems

Deploying and managing stateful
applications on Kubernetes is difficult

Stateful applications on Kubernetes
are not agile because data has gravity

OpeneBS @ MayaData




The Problem with Stateful Apps & Storage

OpeneBS @ MayaData



Let’'s Keep it in Kubernetes

OpeneBS @ MayaData



What is OpenEBS

1 CLOUD NATIVE ¢
k=] COMPUTING FOUNDATION
OpenEBS is the most active Container Attached Storage OpenEBS enables your DevOps teams to have their own
project with the biggest user base and community storage policies for every workload
OpenEBS is not a Scale-out Storage System that OpenEBS is truly Kubernetes native and 100% in
requires a storage admin. If you know how to use userspace

K8s,you know how OpenEBS works

OpeneBS @ MayaData




OpenEBS cStor Architecture

pplicatio

+ Simple configuration

%] [ Storage controller POD | | + Teams are autonomous
+ Additive to underlying
D‘ POD) D[ age Replica POD) m{ ige Replica POD systems or cloud volumes
or JBODs

i A i o + Target Users:

a0 a0 e —— ] o SRE

o App Developer

ﬁﬁ ﬁﬁ ﬁ ﬁ o Storage Admin

l SAN or Cloud disks l

OpeneBS @ MayaData




OpenEBS Use Cases



Example Use cases

Check our resources page
for more examples. ¥ ¥ ¥ ¥

USE CASE USE CASE USE CASE USE CASE

https://openebs.io/

Using OpenEBS for Using OpenEBS for Other Integrations Ci/CD
StatefulSet Deployments
Hybrid cloud scenarios Save the state of data in Cl
Replication by Application Replication by OpenEBS pipelines
READ NOW READ NOW READ NOW READ NOW

¥ ¥ ¥o ¥

USE CASE USE CASE USE CASE USE CASE

Cross AZ Blue-Green Multi Cloud Hyperscale
Achieve high availability of storage Support for Blue Green approach Cross Cloud Data operations Native Hyper Convergence
across AZs with OpenEBS to stateful application visibility support for Kubernetes
replication

READ NOW READ NOW READ NOW READ NOW

OpeneBS @ MayaData


https://blog.openebs.io/
https://openebs.io/resources

Demo



OpenEBS
What's Coming?



Roadmap for 1.5 and after

+ Jiva + NDM
o CSI Driver (Alpha) o Device topology
o Gotgt fixes and upstream o Improve NVMe detection
+ cStor + Operational:
o CSI Driver (Beta) o Kudo Operator
+ LocalPV o Armo64 builds, adding cStor
o Block Volume Support o Increased E2E + Litmus
o PV Metrics o Autoscale support for K8s
+ MayaStor Design

o Replication and rebuilds
OpenEBS Public Release Planning

OpeneBS @ MayaData



https://docs.google.com/spreadsheets/d/1bbphUqbxShBhgr1VHaEQUzIGMaJJacPNKc1ckNXU1QE/edit#gid=394206166

Roadmap for 1.5 and after

Policy-driven
Optin}:ization Operator @ PR released a
Cross-Site
Management KubeMove 999 PR released a B 1.0

Resilience Litmus \*/ OpenEBS.ci Chaos Operator
——d p p
L]
~
User Interface Director &‘ Visibility (v1.0) Visibility (v1.1) Management (v1.2)
OpenEBS [ =Y
Control Control :=I
Plane Plane ['=py & P 10
Storage
Data Plane Enginis — Jiva cStor a cStor 1.0 LocaIP\I\CIayaStor a MayaStor 1.0
BEoE
Storage Node
Resource Device NDMa B 1.0
Management Manager
2017H1 2017H2 2018H1 2018H2 2019H1 2019H2 2020H1
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Be a part of OpenEBS

Find us on GitHub Join our Slack group Sign as an adopter

Add ADOPTE

https://github.com/openebs/openebs https://openebs.org/community http://bit.ly/OpenEBSAdopter

OpeneBS @ MayaData




Q&A



Need OpenEBS Enterprise Support?

Visit Our Website to Learn More >

OpeneBS @ MayaData



https://mayadata.io/product

Get Started - Go to mayadata.io
@ququtq Product~ Open Source Company Partners Resources Blog Pricing

Your complete solution for
building and running stateful
applications on Kubernetes

MayaData OpenEBS Enterprise Platform reduces the risk and
increases the agility of running stateful applications on Kubernetes.
Your workloads can have storage provisioned, backed-up, monitored,
logged, managed, tested, and even migrated across clusters and
clouds via CLI, APl and an intuitive GUL.

Your business with MayaData OpenEBS Enterprise
Platform realises faster delivery cycles, no vendor lock-in
and reduced TCO.

READ MORE

OpeneBS Get Commercial support for OpenEBS

MayaData drives data agility. We believe that the best way to deliver storage and related services to containerized and
cloud-native environments is with containerized and cloud-native architectures. This approach results in far greater "data
agility" than prior methods.

OpeneBS @ MayaData



Kubernetes
Forums

1 Kubernetes Kubernetes
@ Foru wuL g FOI'UI'I:?‘"&W"

December 9, 2019 December 12 - 13, 2019
Seoul, Korea Sydney, Australia

LEARN MORE



https://events19.linuxfoundation.org/events/kubernetes-forum-seoul-2019/register/
https://events19.linuxfoundation.org/events/kubernetes-forum-sydney-2019/register/
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Thank You
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