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• NetApp - Engineering Informatics 

• EMC / Data Domain - Product Analytics 

• Glassbeam - Chief Technology Officer 

• Nimble Storage - Chief Data Scientist 

• Zebrium - Founder and CTO

Machine data is my life
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SLOW 
FRAGILE 

ANNOYING

Log monitoring today 

Setup Agents / 
Exporters / 

Parsers

Configure Alert 
Rules for 
Known 

Symptoms

Get alerted or 
otherwise 

detect incident 

Manually 
Search Logs for 

Root Cause

Resolve 
Incident

Tune Alerts & 
Build 

Dashboards

HUMAN-DRIVEN 

(MTTR) 
(FORMATS CHG) 
(ALERT FATIGUE)



Z  E  B  R  I  U  M

...so why aren't they better at 
helping us monitor?

Logs are used for RC
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Logs are stuck in "index + search"

What keeps logs "dumb"?
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20 YEARS AGO

Shrink-Wrap: 

     1 incident 1 user 

     1 incident 1 monolith 

     1 incident 10 logfiles 

Log use for root-cause: 

index and search
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20 YEARS AGO TODAY

SaaS: 

     1 incident 100K users 

     1 incident 100 services 

     1 incident 1K logstreams 

Log use for root-cause: 

still index and search(!)

Shrink-Wrap: 

     1 incident 1 user 

     1 incident 1 monolith 

     1 incident 10 logfiles 

Log use for root-cause: 

index and search
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Our vision

The future will not be 
"index + search".  
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Characterize incidents before I notice

What I want from a tool
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What I want from a tool

Automatically Detect Incidents 
Without Setting Up Manual Alert Rules

Automatically Find Root Cause
Without Manually Searching Across 

GBs of Logs
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Formats change 
Parses are ambiguous 
Experts are needed to interpret 
Apps are bespoke

Why is it so hard?
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Complete relational structuring of logs

Ze: How it works
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Ze: How it works
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•Known prefix formats 

•Specific logtype keywords 

•Event grammar / syntax

Ze: How it works

No information included or required about:

We embrace free-text logs
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Anomaly detection on relationally 
structured data

Ze: How it works
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Ze: How it works

ML-driven Parsing & 
Event Categorization

1 2
Anomaly Detection 

On Event Types
Pattern Recognition on 
Correlated Anomalies
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O
ptional

U
ser Feedback

5

Raw Log Stream

Root Cause
Identification

Started Stopped

Pattern Change Rare Event
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•Connectors, knowledge bases 

•Specific application behaviors 

•Specific semantic keywords

Ze: How it works

No information included or required about:

Works great on bespoke app or stack
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Use deep learning 
Use one algorithm 
Work in batch

Other ML attempts
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Respect Pareto 
Structure First 
AD gets better w / complexity!!! 

Ours: Swiss army knife
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Demo
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Demo: slack notification
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Demo: incident detail
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Demo: Full-Featured UI
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Demo: Chart from logs
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Where we're at
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Mayadata reproduced a slew of real-world incidents 
from real Kubernetes clusters using Litmus. 

Zebrium immediately detected and root-caused 100% 
of these incidents... no training, config, metadata 
required.

Recent validation
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• One-Stop Shop for Incident RC 
• Ingesting Prometheus metrics 
• Bringing in time series features 
• Cross-correlating metrics with log anomalies

Next stop



Z  E  B  R  I  U  M

email: larry@zebrium.com 

twitter: stochastimus@twitter.com 

URL: zebrium.com/private-beta-sign-up

Thanks!


