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Why are we here today?

Today we’ll discuss:

1) What is Cloud Native?
2) Know thy users - taking a user-centered approach.
3) Cloud Native Anywhere - the Operator Experience

4) Cloud Native App Management - giving developers what they want.

2 © 2019 NetApp, Inc. All rights reserved. " NetApp



CNCF Cloud Native Definition v1.0

Cloud native technologies empower organizations to build and run scalable
applications in modern, dynamic environments such as public, private, and
hybrid clouds. Containers, service meshes, microservices, immutable
infrastructure, and declarative APIls exemplify this approach.

These techniques enable loosely coupled systems that are resilient,
manageable, and observable. Combined with robust automation, they
allow engineers to make high-impact changes frequently and predictably
with minimal toil.
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Cloud Native
Trail Map

Trail Map:

© 2019 Cloud Native Computing Foundation

<1 CLOUD NATIVE

L COMPUTING FOUNDATION

CLOUD NATIVE
TRAIL MAP

The Cloud Native Landscape Lencf.io
has a large number of options. This Cloud
Native Trail Map is a recommended process
for leveraging open source, cloud native
technologies. At each step, you can choose.
avendor-supported offering or do it yor
and everything after step #3 is option
based on your circumstances

HELP ALONG THE WAY

A. Training and Cert
Consider training offerings from
and then take the exam to become a
Certified Kubernetes Administrator or a
Certified Kubernetes Application Developer

f io/training

B. Consulting Help

If you want assistance with Kubernetes
and the surrounding ecosystem, consider
leveraging a Kubernetes Certified

Service Provider

cncfio/kesp

C. Join CNCF's End User

Community
For comparies that dorft offer cloud
native services externally

cncfiofenduser

WHAT IS CLOUD NATIVE?

Cloud native technologies empower
organizations to build and run scalable
applications in modern, dynamic
environments such as public, private,
and hybrid clouds. Containers, service
meshes, microservices, immutable
infrastructure, and declarative APls
exemplify this approach

These techniques enable loosely
coupled systems that are resilient,
manageable, and observable. Com-
bined with robust automation, they
allow engineers to make high-impact
changes frequently and predictably
with minimal toil

The Cloud Native Computing Foundation
seeks to drive adoption of this para-
digm by fostering and sustaining an
ecosystem of open source, vendor-
neutral projects. We democratize
state-of-the-art patterns to make these
innovations accessible for everyone.

l.encf.io

v20190524
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https://l.cncf.io

Cloud Native Pillars

1) Portability - multi-cloud, on-premise, 4) Storage - across clouds & onprem

data anywhere.
5) Managed Data Services - Kafka,

2) Cloud Native Application Management Postgres, MySQL

3) Security - at rest, at run-time, in-flight 6) Personas -- who are your users?
Operator, Developer, Executive
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User-centered

Who are the users? What are their motivations and pain points?

Ope rators o SIS ey Develo pers About =
The Operator is the user that will spend the most time in ,[(" \ The Developers don't care as much about working with K8s / \A
P U NKS. They are excited about K8s and are looking for tools d Individual Contributors 5 the OpSFatoF Snl Sorm@ cF therm are N totha A Sl |
ower Users to optimize their workflow. They are looking for solutions i
" - 5 times per week Titles: Software Engineer, Developer, technology. They want their code to run successfully and frequency varies
Titles: System Administrator, SRE, with repeatable and compassable infrastructure. Devo ¥ ead they want to accomplish that in as few steps as possible.
+ evOps Lead *
SecurityOps, DevOps ¥ Developers want a way to speed up their software A .
i " Interactions with NKS
Operators are problem solvers and they need systems that Interactions with NKS development, testing, and release cycles.

can help them mitigate risk and allow them to easily Deploying code

: Managing organizations/clusters/projects,
monitor projects at a high level.

reviewing metrics...

Motivations & Pain Points ~ 3¢ Motivations & Pain Points < 3¢

Performance Efficiently iterate on their project
38 Bottlenecks that provide friction

to deployment

38 Risks taken by other team members

Showing progress to stakeholders

Security
Debugging and seeing why somethin
98 A lot of demands with limited resources % diireaai gwhy 9
Reliability Easy setup of deployment environments
. 3¢ Inability to grow and evolve with the project
L J 98 Complicated workflows
Improving overall workflow
O Core Needs How can we help?
 Developers want to minimize time spent on development * Provide automation to give them more
Core Needs How can we help? environment management. time to improve their products.
| loy th Kl X . 2
© Ways to leverage technology to help them manage thousands © Surface data that will make them feel #: Developers wantto deploy E”_C_wg Gulckly:and often Deslgna self:service user experience
of moving parts in a easy way. at-ease. © Developers want to receive explicit feedback about what breaks ~ © Make it easy for them to deploy.
when deployments fail
* Operators need a broad view of the system and the overall * Provide centralized starting point for Py
health of each object within their organization. leveraging auditing and monitoring tools.
= Visibility and awareness of activity throughout system.  Provide easier ways to accomplish .
e ant to build, test,

Tools that make their job easier without getting in the way.

.

Provide real-time view of the system. deploy, and iterate.” n !:lbs‘géepwg
like a space shuttle!” i NetApp

Kubernetes Service

1l NetApp
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Cloud Native Anywhere - Ops!
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Cloud Native Anywhere

A unified management platform regardless of where your Kubernetes cluster lives.

1) Multi-cloud ready

2) What public cloud services do you consume?
Hint : more than you think.

3) Lifecycle - are you really working with cattle?
4) Chaos - deploying to prod.
5) Managing access

6) Scaling

8 © 2019 NetApp, Inc. All rights reserved.
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Cloud Native Anywhere . @@

Kubsrnetes Service

APP MANAGEMENT FEDERATION ISTIO MESH

A unified management platform regardless of

where your Kubernetes cluster lives. WORKSPACE o [ e
Default Workspace * © AddaCuster @ AddaProject

1) Managed Kubernetes on:
= Microsoft, Google, Amazon
[ ] NetApp HCI, General VMware, FIeXPOd Cluster Name Workspace Provider Distribution

Clusters Q search

v1.13.2 3 Nodes container
© My Aws Cluster @ oot 4e2 o amazon @on

West US

2) AnydayOps - Day 1, Day 2 for infrastructure &
applications workload. © s st @ o N s8FlexPod e @

West US

v1.13.2 3 Nodes

3) Istio Service Mesh Management - canary, © by vanre custer CHE vty VTWarE e
blue/green, A/B

v1.13.2 3 Nodes
@ My NetApp HCI Cluster @ Default fieconn F1NetApp | HCI w ﬁ?‘r\l;amer

West US

4) Roles-based Controls for Users and Teams

5) GPU Support

6) Scale from POC to High Availability
7) Private Topology

8) And moaaaaar!
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Demo!

1l NetApp
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But what about the devs?!

-
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What do they want?
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What do they want? TO PUSH CODE!
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Cloud Native App Management

NetApp’'s App Management includes:

1) qit based app deployment into any cluster
anywhere - onprem, offprem.

2) Developers build, test, ship, and run applications

CLUSTERS APP MANAGEMENT FEDERATIONS

PROJECT
my new app
Cluster
@ Shy Flower aws

Overview

The graphs and data presented here are

ISTIO MESH

OVERVIEW SOLUTIONS

v1.15.0
Kubecorfig

Total CPU Usage
(Cores)

SETTINGS

COLLABORATORS

@ Workspace: DevSpace # Cluster: Shy Flower

(@ ontainer
linux

in Projects, which are tenanted namespaces. = " - i
3) Choose your own adventure - deploy using git, o b I - /’
Helm, kubectl, or other. . - . _—
4) Lifecycle for your App regardless of how it is 2
spun up in K8s - Tracker, Workflow, Package —_— e —
5) Simplicity of Heroku built into Kubernetes.
= git push nks master ey
6) App Health, Metrics, and Logging Dashboards _—
per Project
7) Configure Autoscaling by App, Project, or Cluster souons [ sow | e | wmcion | s CE
8) Set Resource and Quota Configuration Pu—— - a——— .
9) And moaaaaar!
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What You Are Going To See

We’'re taking an application-centric view of deploying to
Kubernetes

e Solutions define how you want to deploy
your application

e Applications are deployed to Projects as
Solutions

e Solutions come with dashboards for
things like metrics, logs, configuration

e Solutions can be delivered through Git

1l NetApp



Projects

Container for grouping components of
your application:

Ex. wordpress
o Mysdql
o  Wordpress
Kubernetes namespace + additional
features (RBAC)
Default NetworkPolicy

Resource Quotas and Limits

1l NetApp



Solutions

1)

2)

Tracker
= Bring your own application workload
= Label selectors
Ex. app:staging
Git Workflow
= git commit
= git push
Helm Charts
= Define where your chart lives, changes you
want to make to values.yaml
= We take care of the rest (without tiller!)
= Lifecycle deployed Packages

Default PodSecurityPolicy
Automatic Management of Workload
Autoscaling

1l NetApp



DevX DEMO TIME!
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Questions
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i NetApp

Kubernetes Service

Thank You!

Try it out. You can sign-in at nks.netapp.io and begin building.

Send a DM - @baldwinmathew ¥

Or drop an email: mati.baldwin@netapp.com

... oh yeah - we're hiring!
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