


service mesh

🔥 42+
🔥 January 2017
🔥 3,500+
🔥 10,000+
🔥 100+
🔥 weekly
🔥 ~2 months

https://cncf.io
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What does Linkerd do?
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Service Mesh: Data Plane
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Service Mesh: Control Plane
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Linkerd 2.x architecture



How is Linkerd designed?

Zero-config

Kubernetes-native

 

https://github.com/linkerd/linkerd2
http://github.com/linkerd/linkerd2-proxy
https://www.infoq.com/articles/linkerd-v2-production-adoption/
https://www.infoq.com/articles/linkerd-v2-production-adoption/


How fast/small is it?

https://kinvolk.io/blog/2019/05/performance-benchmark-analysis-of-istio-and-linkerd/
https://kinvolk.io/blog/2019/05/performance-benchmark-analysis-of-istio-and-linkerd/




Peak-EWMA HTTP/gRPC Balancing
● Efficiently distributes requests across k8s Deployments, etc

● Client-side: No centralized balancer state

● Latency-aware: Automatically optimizes for locality

● Backed by k8s Services 

● Bypasses kube-proxy

● No application changes





Automatic, transparent mutual TLS
● All meshed HTTP traffic automatically secured

● Extends workload identity for zero-trust communication
○ Bootstrapped from k8s ServiceAccounts

● Automatic pod certificate rotation

● Can bootstrap from cert-manager

● Does not conflict with Ingress/Application TLS

● mTLS for arbitrary protocols coming soon

● No application changes 🔐

https://cert-manager.io/docs/


Transparent HTTP/2 Multiplexing
● All meshed HTTP traffic over HTTP/2 between pods

● Minimizes connection overhead (TCP, mTLS)

● No application changes



High-fidelity Prometheus Visibility
● Uniform: Every pod gets the same, app-independent traffic metrics

● HTTP- and gRPC-aware

● Rich k8s workload metadata

● Raw latency histograms: no avg on latencies

● Can be enhanced with OpenAPI (Swagger) & gRPC (Protobuf) specs

● No application changes



Distributed Tracing with OpenCensus 
● Linkerd participate in your application’s OpenCensus tracing

● Application changes required



Ad-hoc tracing with Linkerd Tap
● Tap into the request stream at runtime

● Authorized via k8s RBAC

● No application changes



Traffic Splitting
● For canary and blue/green

● Splits requests between k8s Services

● Uses the Service Mesh Interface’s TrafficSplit API

● Can be driven by Flagger

https://smi-spec.io/
https://flagger.app/


The Service Mesh Interface





Roadmap
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https://linkerd.io/2020/02/25/multicluster-kubernetes-with-service-mirroring/


Get involved!
💚
💚
💚
💚

💚
💚

https://github.com/linkerd
https://github.com/linkerd/rfc/
https://slack.linkerd.io/
https://lists.cncf.io/g/cncf-linkerd-users
https://calendar.google.com/calendar/embed?src=buoyant.io_j28ik70vrl3418f4oldkdici7o%40group.calendar.google.com
https://github.com/linkerd/linkerd2/blob/master/SECURITY_AUDIT.pdf
https://www.cncf.io/
https://linkerd.io/2019/10/03/linkerds-commitment-to-open-governance/
https://linkerd.io/2019/10/03/linkerds-commitment-to-open-governance/

