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PEELING BACK THE LAYERS



ITRenew delivers maximum financial & sustainability returns from open technology

Hyperscale for All: Powering the Circular Data Center

E D G E  S O L U T I O N S
and Components

Edge solutions & building blocks

Server components

Laptop and PC memory

C I R C U L A R  C L O U D  
Strategic Advisory Services

Infrastructure planning 

TCO & Sustainability Modeling

Lifetime value maximization

Data center decommissioning services

Teraware data sanitization platform

Value Recovery ($1B+ TCO to date)

End-to-end logistics solutions

D E C O M M I S S I O N I N G
and Data Security

S E S A M E  B Y  I T R E N E W  
Rack-Scale Solutions

Rack-scale solutions for data centers

Open systems, HCI, AI/ML

Breakthrough TCO



Kubernetes enables developers to deploy and manage applications 
dynamically, making them more efficient, powerful, and extensible. Many 
describe the shift away from monolithic stacks on single-purpose machines 
to cloud native as a “decoupling of applications from infrastructure,” but the 
reality is that containerized and virtualized software still demands reliable, 
resilient, and scalable hardware - the “servers” in “serverless”. Because 
hardware design & performance directly affects the experience that users 
have with applications and with services, everyone building apps should 
appreciate the infrastructure layers that live under the work they do every 
day at least a little. 

New models such as hyperscale design and open hardware can be 
significantly more efficient and cost-effective, making it possible to further 
stretch and scale users and workloads. Subject matter experts across the 
industry in servers, storage, networking, power, cooling, and data centers 
are ensuring that these complex ecosystems work together in harmony and 
at peak efficiency end-to-end. These systems are designed in the open 
community and can be matched to run Kubernetes clusters with top 
performance and scalability from deskside to data center. In this session, 
we will peel back some of the infrastructure layers that are usually hidden 
away, demonstrate some of the latest innovations in hyperscale design, and 
illustrate how to harness the power of the wide and deep hardware 
ecosystem to realize cloud native applications.

Join Erik Riedel, SVP Engineering at ITRenew, as he draws on 20 years    
of building hardware for clouds before they had a cool name, to learn     
how it all works and what it means for you in practice.

CNCF Member Webinar

Hardware for Kubernetes, 
Peeling Back the Layers

August 11, 2020 10:00 AM 
(America/Los Angeles)

3I



Ph
ot

o 
by

Ka
ro

lin
a 

G
ra

bo
w

sk
a

fr
om

Pe
xe

ls

4I

https://www.pexels.com/@karolina-grabowska?utm_content=attributionCopyText&utm_medium=referral&utm_source=pexels
https://www.pexels.com/photo/raw-yellow-onion-rings-on-marble-table-4202498/?utm_content=attributionCopyText&utm_medium=referral&utm_source=pexels
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Outline

• layers

• open

• apps + data

• infrastructure

• servers

• circular

• progress

• data

• more stories – disks, BIOS, networks



open
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Open Is Necessary, But Not Sufficient Per Se

ORCHESTRATING 
AN OPEN HARDWARE + 
OPEN SOFTWARE STACK

design, engineering 
and product 

expertise, rigorous 
commitment to 

component quality

devops –
collaboration from 

designers & 
developers to 

operations

automation, 
analytics, and 

machine learning 
for all the things

wide dynamic 
range of skills must 

be applied & 
appreciated

design, engineering 
and product 

expertise, rigorous 
commitment to 

component quality

can’t be efficient at 
hyperscale without 

the machines 
making many, most 

decisions

requires baseline 
partnership across 

hardware & 
software

[software]

[hardware]

from capacitors to 
consensus 

algorithms to 
cognitive load



9I



10I

location attendees companies

April 2011 1st founding summit -- --

October 2011 2nd NYC 300 --

May 2012 3rd San Antonio 500 --

January 2013 4th Santa Clara 1,000 --

January 2014 5th Santa Clara 3,400 --

March 2015 6th San Jose 2,500 800

March 2016 7th San Jose 2,400 600

March 2017 8th Santa Clara 2,800 550

March 2018 9th San Jose 3,400 800

March 2019 10th San Jose 3,600 725

May 2020 11th virtual 7,500 2,400

Open Compute Summit (NYC) – October 2011

OCP certifications
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The Benefits of Open Hardware

M O R E  
F L E X I B I L I T Y

Multi-vendor, 
standards-based 

hardware for 
modular solutions to 

fit your needs

H I G H  D E N S I T Y
C O M P U T I N G

More server, 
storage, and 

network capacity, 
in less space saves 

costs

O P T I M I Z E D  
P O W E R

Rack-level power 
vs. individual server 

power. More 
efficient. Less cost. 

Fewer points  
of failure

O P T I M I Z E D  
C O O L I N G

Rack-level cooling 
to operate more 
efficiently. Even 

more with free-air 
cooling, if the data 
centers support it

S T R E A M L I N E D
M A I N T E N A N C E

Flexible, easy-access 
design enables 

faster 
troubleshooting, 

updates, and 
upgrades
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The Benefits of Open Software

M O R E  
F L E X I B I L I T Y

Multi-vendor, 
standards-based 

software for 
modular solutions 
to fit your needs

H I G H  D E N S I T Y
C O M P U T I N G

More automation, 
with API-driven 

scalability, allows 
more software per 

silicon in2

O P T I M I Z E D  
P O W E R

Stack-level power vs. 
individual packaged 

software. More 
efficient. Less cost. 

Fewer points              
of failure

O P T I M I Z E D  
C O O L I N G

Stack-level continuous 
integration, continuous 
deployment (CI/CD) 

to validate more 
efficiently. Fewer points 

of failure in the field

S T R E A M L I N E D
M A I N T E N A N C E

Flexible, API-based, 
devops-considered 

design enables faster 
troubleshooting, 

updates, and 
upgrades
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apps + data
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looking into the 
future from 2012



Looking 
into the 

future 
from 
2012
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Looking 
into the 

future 
from 
2012
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fast forward to 2020
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agile

clouds

infrastructure

stacks





infrastructure
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servers



• dual 16-core
• 32 physical cores
• 64 virtual cores

• single 18-core
• 18 physical cores
• 36 virtual cores

• single 16-core
• 16 physical cores
• 32 virtual cores

threads



• dual 16-core
• 32 physical cores
• 64 virtual cores

• single 18-core
• 18 physical cores
• 36 virtual cores

• single 16-core
• 16 physical cores
• 32 virtual cores

threads



• 512 GB (gigabytes)
• 16x 32GB dimms
• 50-100 containers

• 256 GB (gigabytes)
• 8x 32GB dimms
• 25-50 containers

• 128 GB (gigabytes)
• 4x 32GB dimms
• 12-25 containers

containers



• 512 GB (gigabytes)
• 16x 32GB dimms
• 50-100 containers

• 256 GB (gigabytes)
• 8x 32GB dimms
• 25-50 containers

• 128 GB (gigabytes)
• 4x 32GB dimms
• 12-25 containers

containers
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• 160 nodes
• 5,120 physical cores
• 10,240 virtual cores

• 160 nodes
• 80 TB (terabytes)
• memory
• 8,000 containers
• to 16,000

containers

threads



servers
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traditional server
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ocp node
traditional server
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• dual sockets
• two 1U heatsinks
• twelve 1U fans

• dual socket
• two 2U heatsinks
• two 2U fans

ocp node
traditional server
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• dual sockets
• two 1U heatsinks
• twelve 1U fans

traditional server

• dual socket
• two 2U heatsinks
• two 2U fans

ocp node
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• dual sockets
• two 1U heatsinks
• twelve 1U fans

• dual socket
• two 2U heatsinks
• two 2U fans

ocp node
traditional server

• 72 cpus
• 72 heatsinks
• 432 fans (1U)

traditional rack

• 96 cpus
• 96 heatsinks
• 96 fans

ocp rack



power
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• 36 nodes
• 72 cpus
• 72 heatsinks
• 432 fans (1U)

traditional rack



• 48 nodes
• 12 power supplies
• no power cords
• 96 network cables

ocp rack
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Open Compute Racks vs Traditional

19” between rails

21” between posts

24” outer dimensions

all racks are 24” inches wide, 
outer dimensions (600 mm)

traditional racks have 19” 
space between rails.
OCP racks have 21” space 
between the posts

allows OCP to fit three 2-socket 
servers instead of two. 50% 
more servers by optimizing 2” 
wasted space

OCP is for everyone - no core requirement to redesign data centers or power for OCP racks
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• dual socket
• two 2U heatsinks
• two 2U fans

ocp node

• 96 cpus
• 96 heatsinks
• 12 power supplies
• 96 fans (2U)
• 12 kW

ocp rack

3 nodes / 
2 OU

• 180 cpus
• 180 heatsinks
• 18 power supplies
• 23 kW

OCtoPus rack

3 nodes / 
1 OU



circular
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Design and procure 
hardware that enables 

circularity

Circular economy for data center hardware

HYPERSCALE DATA CENTERS

INTERNAL 
RE-USE

RACK-SCALE 
SOLUTIONS

EDGE 
SOLUTIONS

RE-CERTIFIED 
COMPONENTS

RESPONSIBLE 
RECYCLING

SECONDARY MARKETS

2

3

4
CSP
Industrial
Retail
Telco

Gaming
IoT
Energy
Enterprise

LIFETIME VALUE MULTIPLIER
COST AVOIDANCE VALUE RECOVERY

…

1

5

EDGE

40,000 to 75,000 
servers / month

12 worldwide 
facilities

44I
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46
million
servers

31
million 

tonnes CO2e

= 6.7
million 

cars’ annual emissions

45

The circular IT hardware industry opportunity
WHAT IF…

I
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Sesame improvement

Storage 48 TB 10x

Spindles (SSD) 1.6m IOPS 30x

Compute 240 GHz 4x

Memory 24 TB 780x

Power 12,098 W same

Cost $96,171 85% less

1999 2019

Sesame improvement

Storage (HDD) 9600 TB 2,000x

Spindles (HDD) 130,000 IOPS 2.4x

Power 12,098 W same

for Open Systems

SCALE config (48x nodes):
dual 2.5 GHz Xeon, 512 GB RAM, 4x 256GB NVMe disks

Network:
two 32-port 100G, 128-port 25G top-of-rack switches

Rack space (single rack) – deployed in less then 60 minutes
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Servers

single or 2- socket 
nodes, 25 GbE 
connectivity

flash-based 
storage nodes; 
millions of IOPS 
and terabytes of 
capacity

external TOR switches (2x)

ingress ingress ingress

internal TOR switches (2x)

compute compute compute

compute compute compute

compute compute compute

compute compute compute

compute compute compute

compute compute compute

power zone BB

compute compute compute

compute compute compute

compute compute compute

storage storage storage

storage storage storage

storage storage storage

mgmt mgmt mgmt

infra infra infra

power zone AA

compute

compute

compute

compute

infra
power supply 

+ switch

up to 5 nodes
up to 48 nodes

for Open SystemsFast-Start
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https://noti.st/er1p/IPOHXM/when-bad-things-happen-to-good-disks-aka-disks-dont-have-file-descriptors

https://noti.st/er1p/IPOHXM/when-bad-things-happen-to-good-disks-aka-disks-dont-have-file-descriptors


more stories
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For more information: www.itrenew.com/resources

https://www.itrenew.com/resources/from-servers-to-serverless-in-ten-minutes/ https://www.itrenew.com/webinar-ondemand-full-scaling-for-growth/ https://www.itrenew.com/resources/the-tco-of-ocp/

https://www.itrenew.com/resources/from-servers-to-serverless-in-ten-minutes/
https://www.itrenew.com/webinar-ondemand-full-scaling-for-growth/
https://www.itrenew.com/resources/the-tco-of-ocp/
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Call to action

https://github.com/SesameEngineering

Q U E S T I O N S  O R  C O M M E N T S ,  R E A C H  U S :

@RiedelAtWork

www.itrenew.com/sesame

C H E C K  U S  O U T  O N  O U R  W E B S I T E :

www.itrenew.com/resources
W a t c h  V i d e o :  
S e s a m e B y  I T R e n e w

https://github.com/SesameEngineering
https://twitter.com/RiedelAtWork
http://www.itrenew.com/sesame
http://www.itrenew.com/resources


Download at itrenew.com

DATA CENTER IMPACT REPORT:  

THE FINANCIAL & SUSTAINABILITY 
CASE FOR CIRCULARITY


