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● Sensu 💚 the CNCF
● The CNCF Cloud Native Trail Map
● Top 7 K8s APIs 
● Getting to the “Why?” for observability 

Overview



Kubernetes APIs
Introductions



Unified infrastructure and application 
monitoring at scale. Gain deep visibility into 
servers, containers, services, applications, 
functions, and connected devices across 
any public or private cloud.

sensu.io | @sensu

What is Sensu?



How does Sensu work?
Sensu is a flexible 
observability pipeline.

Events

Sensu Event Pipeline

Filter Transform Process
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The observability pipeline
The Sensu Go agent is a powerful cross-platform event producer.

Sensu Event Pipeline

Filter ProcessTransform

Sensu Client

Events
Agent

(event producer)

Nagios Plugin
(service check)

StatsD Metrics
(instrumentation 

library)

Prometheus
(/metrics endpoint)
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Observability Pipeline Architecture

Sensu Event Pipeline

Events
Agent

(event 
producer)

Server and 
App Metrics

Notifications

User Interface
Process

StorageCustom apps can write events or times 
series data to the local agent

•  policy based routing
•  scheduler, load balancing, failover
•  Multiple Namespaces
•  APIs

Observability Control Plane

Filter Transform
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● "Monitoring Kubernetes" (blog post)
https://www.cncf.io/blog/2019/01/09/monitoring-kubernetes-
part-1-the-challenges-data-sources 

● "Monitoring Kubernetes Workloads: the Sidecar Pattern"
https://youtu.be/X14nPCoNUg0 

● "How Kubernetes works" (blog post)
https://www.cncf.io/blog/2019/08/19/how-kubernetes-works 

● KubeCon 2018-19 Sponsors

Sensu 💚 the CNCF

https://www.cncf.io/blog/2019/01/09/monitoring-kubernetes-part-1-the-challenges-data-sources
https://www.cncf.io/blog/2019/01/09/monitoring-kubernetes-part-1-the-challenges-data-sources
https://youtu.be/X14nPCoNUg0
https://www.cncf.io/blog/2019/08/19/how-kubernetes-works


"You can't perform any operation 
without proper observability."

– Gene Kim

Cloud Native Journey



Service Reliability 
Hierarchy
Part I. Introduction 

Part II. Principles 

Part III. Practices



Service Reliability 
Hierarchy



The CNCF Trail Map

https://github.com/cncf/trailmap

https://github.com/cncf/trailmap


The CNCF Trail Map

https://github.com/cncf/trailmap

https://github.com/cncf/trailmap


"This Cloud Native Trail Map is a recommended 
process for leveraging open source, cloud 
native technologies. At each step, you can 
choose a vendor-supported offering or do it 
yourself, and everything after step #3 is 
optional based on your circumstances." 

CNCF's Cloud Native Trail Map



Top 7 K8s APIs for O11y



● Most well-known APIs for monitoring

● Built-in Prometheus exporters  

● kubelet-metrics (including cadvisor)

● kube-state-metrics (cluster level)

● Consumable by most o11y tools
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# 7: K8s Metrics APIs



● Ingress, Endpoint, and Service resources

● Service metadata, spec, and status

● Service ports, internal and external IP 
addresses, load balancing, and label 
selector configuration details

● kubectl describe service <service>
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# 6: Service APIs
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# 5: Container API

● Pod API resource

● Information about running containers

● Container status and details including 
image source, commands, networking, 
execution environment, and resource 
requirements
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# 4: Pod API

● Primary/core workload API resource

● kubectl describe pod <pod name>

● Pod metadata, spec, and status 

● Controller references

● Read log API (misc operation)



https://docs.google.com/file/d/1caCP27eXuIX5oWQhTt4zfn1MO3bV13nB/preview
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# 3: Kubernetes Downward API

The Downward API enables Pods to expose 
information about themselves to Containers 
running in the Pod via files or environment 

variables.
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# 3: Kubernetes Downward API

Motivation for the Downward API
It is sometimes useful for a Container to have information about itself, without 
being overly coupled to Kubernetes. The Downward API allows containers to 
consume information about themselves or the cluster without using the 
Kubernetes client or API server.

An example is an existing application that assumes a particular well-known 
environment variable holds a unique identifier. One possibility is to wrap the 
application, but that is tedious and error prone, and it violates the goal of low 
coupling. A better option would be to use the Pod's name as an identifier, and 
inject the Pod's name into the well-known environment variable.

https://kubernetes.io/docs/~/downward-api-volume-expose-pod-information/

https://kubernetes.io/docs/~/downward-api-volume-expose-pod-information/


● Pod configuration directive

● Expose pod information via files or env vars

● Alternative/complement to serviceAccount

● Useful w/ monitoring & observability tools

● Enrich observations w/ rich context 
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# 3: Kubernetes Downward API



● Selectors: fieldRef & resourceFieldRef 
● Available fields:

○ metadata (labels & annotations)
○ spec (nodeName, serviceAccountName)
○ status (status.podIP, status.hostIP)
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# 3: Kubernetes Downward API



K8s Downward API

Configured as volume 
mount

–OR–

Configured as 
environment variable



K8s Downward API

Configured as volume 
mount

–OR–

Configured as 
environment variable



https://docs.google.com/file/d/1Htxre0cIL7avp8aEr2rweV8KBdpcPLdB/preview






● First-class K8s resource

● Resource state changes, errors, and other 
system messages

● As seen in "kubectl describe" output

● Examples: image pull failures, volume mount 
failures, scheduling events, etc.
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# 2: Kubernetes Events API



$ kubectl get events



$ kubectl get events --field-selector involvedObject.kind!=Pod



$ kubectl get events --field-selector type!=Normal



$ /api/v1/namespaces/cncf-webinar/events?fieldSelector%21%3DNormal
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# 1: Kubernetes API Watchers

● Change notifications for all K8s resources

● Supports resource instances & collections
GET /api/v1/namespaces/{namespace}/pods

GET /api/v1/watch/namespaces/{namespace}/pods?resourceVersion=123456789

GET /api/v1/watch/namespaces/{namespace}/pods/{name}?resourceVersion=123

● Returns ADDED, MODIFIED, and DELETED 
change notifications



https://docs.google.com/file/d/1Hk1DZSa6qOTG5EwMpyF66tAe30FIOj6j/preview


Top 7 Kubernetes APIs:

7. Kubernetes Metrics APIs
6. Service API
5. Container API
4. Pod API
3. Kubernetes Downward API
2. Kubernetes Events API
1. Kubernetes API Watchers



● Holistic view of K8s health

● Richer observations

● Additional context needed
to complement metrics

● Observability should tell the 
whole story

Closing remarks:
Getting to the why



Going further: join our webinar!

● Filling gaps in K8s observability

● Getting richer context with an o11y pipeline

● New K8s integrations for Sensu

● Live webinar: August 20, 2020 @ 10:30 AM PT

● RSVP: bit.ly/k8s-o11y 

https://bit.ly/k8s-o11y


Learn more: 
sensu.io

Join our community:
discourse.sensu.io

Join our webinar next month!
bit.ly/k8s-o11y

Thank you!


