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An open source service mesh for 
Kubernetes.

🔥 46+ months in production
🔥 CNCF since January 2017
🔥 3,500+ Slack channel members
🔥 10,000+ GitHub stars
🔥 100+ contributors
🔥 Edge releases weekly
🔥 Stable releases every ~2 months

https://cncf.io
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Two parallel branches of development:

🚀 Linkerd 2.x: ultralight, zero-config, Kubernetes-first (active)

🚀 Linkerd 1.x: JVM-based and multi-platform (maintenance)

2010-2015



What does Linkerd do?

⚡Observability: Golden metrics: 
success rates, latencies, throughput; 
Service topologies; Distributed and 
ad-hoc tracing.

⚡ Connectivity: Load balancing, retries, 
timeouts, multi-cluster

⚡ Security: Transparent mTLS, cert 
management and rotation, policy*

Focused on operational simplicity
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Service Mesh: Data Plane
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Service Mesh: Control Plane
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Linkerd 2.x architecture



How is Linkerd designed?

 Zero-config, out-of-the-box functionality

 Minimal latency and resource overhead

 Kubernetes-native; integrates with the ecosystem 

Control plane: Go. ~200mb RSS (excluding Prometheus). (Repo: linkerd/linkerd2).

Data plane: Rust. <20mb RSS, ~1ms p99. (Repo: linkerd/linkerd2-proxy) 

Background reading: Linkerd v2: How Lessons from Production Adoption Resulted 
in a Rewrite of the Service Mesh (InfoQ)

https://github.com/linkerd/linkerd2
http://github.com/linkerd/linkerd2-proxy
https://www.infoq.com/articles/linkerd-v2-production-adoption/
https://www.infoq.com/articles/linkerd-v2-production-adoption/


Tl;dr: really fast. Not as fast as "no service mesh", but significantly 
smaller and faster than Istio.

Source: 
https://kinvolk.io/blog/2019/05/performance-benchmark-analysis-
of-istio-and-linkerd/

How fast/small is it?

https://kinvolk.io/blog/2019/05/performance-benchmark-analysis-of-istio-and-linkerd/
https://kinvolk.io/blog/2019/05/performance-benchmark-analysis-of-istio-and-linkerd/


What Does it Do?



Peak-EWMA HTTP/gRPC Balancing
● Efficiently distributes requests across k8s Deployments, etc

● Client-side: No centralized balancer state

● Latency-aware: Automatically optimizes for locality

● Backed by k8s Services 

● Bypasses kube-proxy

● No application changes





Automatic, transparent mutual TLS
● All meshed HTTP traffic automatically secured

● Extends workload identity for zero-trust communication
○ Bootstrapped from k8s ServiceAccounts

● Automatic pod certificate rotation

● Can bootstrap from cert-manager

● Does not conflict with Ingress/Application TLS

● mTLS for arbitrary protocols coming in stable-2.9

● No application changes 🔐

https://cert-manager.io/docs/


Transparent HTTP/2 Multiplexing
● All meshed HTTP/1 traffic over HTTP/2 between pods

● Amortizes connection overhead (TCP, mTLS)

● No application changes



Traffic Splitting
● For canary and blue/green

● Splits requests between k8s Services

● Uses the Service Mesh Interface’s TrafficSplit API

● Can be driven by Flagger

https://smi-spec.io/
https://flagger.app/


The Service Mesh Interface



High-fidelity Prometheus Visibility
● Uniform: Every pod gets the same, app-independent traffic metrics

● HTTP- and gRPC-aware

● Rich k8s workload metadata

● Raw latency histograms: no avg on latencies

● Can be enhanced with OpenAPI (Swagger) & gRPC (Protobuf) specs

● No application changes



Distributed Tracing with OpenCensus 
● Linkerd participate in your application’s OpenCensus tracing

● Application changes required



Ad-hoc tracing with Linkerd Tap
● Tap into the request stream at runtime

● Authorized via k8s RBAC

● No application changes



Zero-Trust Multi-Cluster



Zero-Trust Multi-Cluster Connectivity
● Backed by k8s Services 

● Better with SMI TrafficSplit

● Secured by mTLS

● Optional component

● No application changes



Service Mirroring



Service Mirroring



Zero-Trust Multi-Cluster Demo
● Demo!

https://github.com/olix0r/l2-k3d-multi/tree/1ab44eb1238e1d6c8306c09c6b2fe3b821fd6961


Looking Forward



Roadmap

🗺 Minimized modular control plane
○ Optional/configurable Prometheus, Web, ..

🗺 Mandatory TLS
○ Arbitrary TCP protocols

○ TCP load balancing

🗺 proxy_wasm



Cloud Native Computing Foundation28

Join us for KubeCon + CloudNativeCon Virtual

Event dates: August 17-20, 2020
Schedule: Now available! 

Cost: $75

Register now!

https://events.linuxfoundation.org/kubecon-cloudnativecon-europe/program/schedule/


Get involved!
💚 Development is all on GitHub
💚 New RFC process
💚 Thriving community in the Slack
💚 Formal announcements on the

CNCF mailing lists
💚 Monthly community calls
💚 Formal 3rd-party security audits

Linkerd has a friendly, welcoming 
community! Join us!

Linkerd is 100% Apache v2 licensed, owned by a 
neutral foundation (CNCF), and is committed to 
open governance. 

https://github.com/linkerd
https://github.com/linkerd/rfc/
https://slack.linkerd.io/
https://lists.cncf.io/g/cncf-linkerd-users
https://calendar.google.com/calendar/embed?src=buoyant.io_j28ik70vrl3418f4oldkdici7o%40group.calendar.google.com
https://github.com/linkerd/linkerd2/blob/master/SECURITY_AUDIT.pdf
https://www.cncf.io/
https://linkerd.io/2019/10/03/linkerds-commitment-to-open-governance/
https://linkerd.io/2019/10/03/linkerds-commitment-to-open-governance/

