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● Latest trends in container adoption, touching on 
the latest CNCF survey results

● Security best practices when using containers

● ABM AMRO’s success in securing their 
containerized stack across their organization

What we’ll cover today
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CNCF Survey 2019 Stats



● Containers are here to stay:
84% of respondents are using containers in production, a jump 
of more than 15% from 2018

● Kubernetes use is UP, especially managed K8s!
78% of respondents are using Kubernetes in production, a huge 
jump from 58% last year

● Serverless gaining relevancy:
At least 41% of respondents are using serverless technologies

Key takeaways
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Source: CNCF Survey 2019 - Deployments are getting larger as cloud native adoption becomes mainstream | LINK

https://www.cncf.io/wp-content/uploads/2020/03/CNCF_Survey_Report.pdf


● Growth trending left to 
right to greater 
numbers

● According to CNCF:
the number of 
respondents using 250 
or more containers 
increased by 28%, to 
more than half.

Number of containers in production
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Source: CNCF Survey 2019 - Deployments are getting larger as cloud native adoption becomes mainstream | LINK

https://www.cncf.io/wp-content/uploads/2020/03/CNCF_Survey_Report.pdf


● 40% of respondents 
report security as a top 
challenge 

● At the same time, 
cultural changes, 
complexity, lack of 
training, and 
monitoring also above 
30%

Security is a top challenge for using/deploying containers
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Source: CNCF Survey 2019 - Deployments are getting larger as cloud native adoption becomes mainstream | LINK

https://www.cncf.io/wp-content/uploads/2020/03/CNCF_Survey_Report.pdf


Container Security Best Practices:
The Palo Alto Networks View



Container Characteristics

Minimal
Typically 

single process 
entities

Declarative
Built from 

images that 
are machine 

readable

Predictable
Do exactly the 

same thing 
from run to 

kill



What’s Difficult About Securing Containers?

Many more entities

High rate of change, much more 
ephemeral

Security is largely in the hands of the 
developer

Security must be as portable as the 
containers itself



● Prioritize risk in production environments 

● Implement CIS Benchmarks across your entire 
stack 

● Protect applications at runtime using 
automated application whitelisting, including 
the network layer 

● Integrate security into DevOps workflows

Securing container deployments--the Palo Alto Networks view:
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Key Steps to Secure Containers Across the Application Lifecycle
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Ship

CI/CD: Scanning images combined with enforcement

Build Run

Vulnerability management: Global risk monitoring across hosts, containers, images and functions

Runtime defense: 4D policy creation, active protection 

Cloud native firewalls: Network visibility + L4 and L7

Access control: FIM, log inspection, K8s AuditSink

Compliance: Implement, monitor, and enforce CIS Benchmarks along with external compliance regimes 
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Container adoption at enterprise scale
status so far and lessons learned Wiebe de Roos - CI/CD 

Consultant & Engineer

ABN AMRO Bank
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Topics for today

● Container journey - quick overview

● The managed container platform

● Positioning of Prisma Cloud Compute

● Challenges and solutions

● Some notes about the future
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Context of ABN AMRO
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Container journey so far

LIVE!
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Managed Container Platform 
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The six most important goals of the MCP

1. One K8S based solution for all containerized workloads

2. CI/CD processes are standardized

3. Support the company-wide migration to Azure 

4. Compliance for all components

5. Container & k8s security is “out of the box”

6. Supports (controlled) team autonomy

Source: 
http://pixabay.com/

http://pixabay.com/
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Positioning of Prisma Cloud Compute

Use Prisma Cloud for 
containers in:

- Azure
- AWS
- On prem
- Local systems

Prisma Cloud is 
a “standard 
building block” 
in pipelines

Future state: 
block issues before 
the security risks 
become a real
problem

Source: 
http://pixabay.com/

http://pixabay.com/
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Containers at scale - 5 enterprise grade challenges 

Source: 
http://pixabay.com/

http://pixabay.com/
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Challenge #1: overcome the knowledge gap 

“Everyone is running containers now, but how to run 
them secure across the enterprise?”

● The right knowledge should be centrally available

● Map Prisma Cloud policies with detailed info

● Create real world examples based on sample code

● Let teams experiment in a sandbox

● Share the agenda to start breaking builds

● Practice the “WET principle” (We Enjoy Telling) ;-)
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Challenge #2: a big mess of issues 

“How to deal with all of the security issues and violations?”
● Do the ultimate shift left!

● Use “collections” in Prisma 
Cloud to segregate teams 

● Don’t just extend the security 
team → be smart

● Set priorities → use your 
business units

● Have a very good review 
process in place*.

* Highly valuable feature request ;-)
Source: 
http://pixabay.com/

http://pixabay.com/
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Challenge #3a “Shift security left & break stuff fast, BUT…”

● The pain to learn.

● How to collect feedback 
from security experts?

● How to deal with context-
specific situations?

● The long pending discussion 
on base images.
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Challenge #3b common patterns to patch images 

“How to effectively patch container images?”
● Swap the container image for another one

● Collaborate with a Vendor 
(if applicable)

● Upgrade packages and their 
depencies (hard!)

● Remove the insecure part 
(be careful!)

● Replace the package

● “I have bad news for you”

Source: 
http://pixabay.com/

http://pixabay.com/
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Keeping the organization “compliant” and in control 

Source: 
http://pixabay.com/

http://pixabay.com/
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Challenge #4 One Prisma Cloud instance for all

This means:

● Team autonomy versus 
control & visibility

● AWS VPC: the challenge of 
defenders

● What if one console instance 
is not enough?
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Challenge #5 enforce and control

● Duration of the “grace period” wrt build breakers in your CI/CD 
pipelines.

● Who should manage the Defenders*?

● Pure cloud native versus best of tools.

● Traceability of Images, when to really trust it?

● Optimal security versus business benefits

“Just 5 considerations to start with...”

“Our journey continues, security is never done...”
* Another feature request ;-)
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A bright future

● All container workloads protected in all 
environments (multi- & hybrid cloud)

● Review process optimized → scale up

● Containers will be the new 
“mainstream” → on-prem > /dev/null? 
:)
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Wiebe De Roos
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